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Motivation and Timeline

Think with Image is essentially an agentic reasoning approach
for visual understanding. Through multi-round interactions, the
model progressively gathers and refines visual evidence.

Visual Input Question
o o o
Image Sequence l'_ [_' Sote r_
Image Index @

* VLM is based on ViTs which encode an image into embeddings,
align them to a language space and then hand them over to LLMs
for reasoning.

« This relies on the assumption that:

ViT can losslessly align visual information to linguistic
representations, which is not true actually.
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ait, let me check and modify... </think>
me-2, draw two new bounding
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To raise the model’s reasoning ceiling, we do need
dynamically manipulate images

<think> | can determine the spatial relation ... </think>
<answer> ... </answer>

VILASR



Motivation and Timeline

[ OpenAl: 03 & o4-mini, Thinking with Image ]

[ Xiaohongshu: DeepEyes, Open Sourced 03 ]

Follow up works: Vtool-R1, Visual-ARFT,
PyVision, Pixel-Reasoner, Thyme......

Extending to internalized reasoning:
Visual Planning, T2I-R1, GoT-R1......

Thinking with videos: VITAL, VR-Thinker
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Thinking with images, Tool invocation

Thinking with Images with Tool Invocation, in essence, define a set of tools {T1, T2, ..., Tk}, allowing
the model in each reasoning round to freely choose either to output an answer or to invoke any of the
tools in the set.

In visual reasoning, the model’s choices are relatively stable and consistent, making its execution
more reliable and training more manageable.

« DeepEyes

« Pixel Reasoner
* VioolR1

« VAT

e Chain-of-Focus



DeepEyes

Question Cropped Image 1
Is the cell Cropped Image 2
M M iy Zoom-in Invoke
DeepEyes, the first open-source replication : feiter :
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DeepEyes

(a) Tool Call Count (b) Response Length

22 s1 s2 s3 Param V* Bench [41] HR-Bench 4K [59] HR-Bench 8K [59]
325 L 82 83 e Loz g Size ‘ Attr  Spatial Overall | FSP FCP Overall | FSP FCP Overall
18 GPT-40 [60] v/ ‘ = £ 66.0 ’ 700 480  59.0 ‘ 620 490 555
o 03 [8] v . 2 957 3 e - X 2 £
SEAL [41] X 7B 748 763 754
14 DyFo [44] X 7B 800 829 81.2 5 . . - - .
225 ZoomEye [61] X 7B 939 855 906 |83 550 696 | 885 500 693
1.0 LLaVA-OneVision [62] v 7B 757 750 754 | 720 540 630 | 673 523  59.8
Qwen2.5-VL* [58] v/ 7B 739 671 712 |82 522 688 | 788 518 653
175 Qwen2.5-VL* [58] v/ 32B | 878  88.1 879 | 898 580 739 | 845 563 704
0.6 DeepEyes v/ 7B 913 882 90.1 |913 590 751 868 585 726
0 20 40 60 80 0 20 40 60 80 A (vs Qwen2.5-VL7B) - . +174  +21.1  +189 | +6.1 +68 +63 | +10.0 +6.8  +73
Steps Steps

* Archive Huge gain on High-Resolution Benchmarks(Where target objects referred to in the
questions are often quite small in these images)

« Tool call count experience going up and down

* Resp Length experience going up and down twice



Pixel Reasoner

Pixel Reasoner

This image shows a desk setup where ..
Niestion: W here to by Tt 1ke The question asks for a mug. It is likely located
: Ay am

on the table, so | will look closer at ..

this based on its logo?

The mug is on the right upper corner.

I need to look closer at the logo on it.

The Learning Trap

(] Standard RL renders the policy
ké— to bypass Pixel-Space Reasoning.

Warm-Start Instruction Tuning
* lays the foundation for effectively
—-—

using visual operations.

Curiosity-Driven RL encourages

°
'5 the exploration and practice of

Pixel-Space Reasoning.

Pixel Reasoner first unify 2 kinds of task: image & Video

« Define 2 kinds of tools: Zoom-In and Select Frames for image and videos respectively

+ Define such fashion of multi-turn reasoning Pixel-Space Reasoning




Pixel Reasoner
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e
o

0.008

O,
~

0.006

i
EY

0.004

e
o

Averaged Curiosity Value

0.002

Efficiency Penalty over Training Steps
$ 0.0000
o

o
w

2 -0.0025
>

2
N

=
© —0.0050

Rate of Pixel-Space Reasoning (RaPR)
o
S

o
B

&
< -0.0075

3
2 -0.0100
o

e
o

$ _0.0125
Z-o

15 20 25 30 0 5, 10 15 20 25 30
Steps (x16) Steps (x16)

0 5 10

CERTEW
1. Warm-Start Instruction Tuning to learn the reasoning format
2. Curiosity-Driven Reinforcement Learning to incentivize Pixel-Space Reasoning
IR KL
learning trap: model downgrade to text reasoning due to stronger text CoT ability
e Y7 R G
R_curiosity & R_penalty to keep the rate of pixel-space reasoning exceed a threshold H,
while the number of visual operations not exceed a bound N
R AEA IE

Distillation from GPT40 while inserting erroneous reasoning segments to boost self-correction



Thinking with images, Programmatic manipulation

Thinking with Images, Programmatic Manipulation, in essence, allows the model in each reasoning
round to freely choose either to output an answer or to generate a piece of code that performs
operations on the image.

This approach imposes higher demands on the model’s code generation ability, accuracy, and
robustness.

* Thyme
 MathCoder-VL
« Visual-ARFT

« VRAG-RL



Thyme

User Input

Sandbox Output

<sandbox_output>
Processed image/calculation results
</sandbox_output>

Sandbox

B

Step.1 Format correction
Step.2 Handle input and output errors
Step.3 Execute code and return execution results

Thyme @%

=

Code Output

<code>
*“python
</code>

ﬁﬂ} Reasoning Output

(Complex problems require writing code.) The image is quite
complex, and | need to perform some image/computational
operations. The code is as follows:

(Simple problems do not require writing code.) The processed
image is already clear enough / The problem is very simple and
requires no additional processing. The answer is <answer> {the
answer} </answer> [End of Sentece]

R
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The choices are listed below:

A. The resilience of the network to attacks

B. The robustness of community detection algorithms
C. The assortativity coefficient of the network

\D\,The network's edge density = ERiG

import cv2
image_path = "/mnt/da _chart. jpg"
image = cv2.imread(image_path)

x1, y1, x2, y2 = 1360, 700, 1900, 1200
cropped_image = image[y1:y2, x1:x2]

zoom_factor = 2

resized_image = cv2.resize(
cropped_image, None, fx=zoom_factor,
fy=zoom_factor, interpolation=cv2.INTER_LINEAR

print(processed_path)

Hmac mI“"‘ P I”'

In figure (f), what does the parameter ( \rho ) likely indicate?

To address the question regarding the parameter ( \rho ) in figure (f), we
need to examine the specific aspects of that figure closely. Cropping and
zooming in on figure (f) will facilitate a better understanding of the
parameter’s significance within the network model. This task involves
interpreting the role of the (\rho ) in the context of the Sales—
Pardo model, and having a clearer view of the figure will aid significantly
in this analysis.

Figure (f) is located in the bottom-right section of the image, and cropping
this area will highlight the pertinent details, allowing for a more in-depth
examination of the parameter ( \rho ).

[ Thinking
|

’

2 g _Cf Tool-call with code )
2" (SP) ;\\

J Returned Sub-image ‘

In figure (f), the parameter ( \rho ) is located on the axis where there is
a noticeable shift in the density of the points. This suggests that ( \rho )
may be indicative of the edge density or the probability of edge
creation within the Sales—Pardo model, significantly impacting the

overall connectivity of the network.

<answer>D </answer>

Thyme ask the model to generate executable code to manipulate the input image

« Code is executed in the Sandbox environment, where common errors are handled to reduce model’s burden

o "HBH A B ERE 4 (Thinking with Generated Images), #8# 3 5 B 4 (Thinking with Cropping) “




Thyme

Training Data Benchmark Hallucination MME-Realworld-Lite v* HRBench 8K MathVista RealWorld QA Av
8 Split Overall Perception  Reasoning ~ Owverall Overall mini Overall 8
Baselines
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Reward Design
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Thinking with images, internalized reasoning

Thinking with Images: Internal Reasoning (Generative Thinking), in essence, involves choosing a

hybrid model capable of autoregressively generating both text and images, or a purely image-
autoregressive model.

It no longer relies on any external tools or execution environments; instead, it leverages a unified

internal architecture to directly generate new visual information—such as images or feature maps—as
intermediate steps in the reasoning process.

« VPRL
« Chameleon
e Emu2

« Col-VLA......



Visual Planning

Policy Update Action Move Reward
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~(k) @ (2)
10411} i=1 a’ > >
a3l
Large PR Decode Parse (G) ) 5
P : ViSiOﬂ ai — % II—_ Uiny Invalid
B B ‘ \
Model
Vy Compare & Score
Image A > ¥ «
R G
for GRPO
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Visual Planning is based on LYM-7B, rather than any VLM, which is a novel
modeling approach which enables learning a Large Vision Model without making
use of any linguistic data, by defining a common format, visual sentences.



Visual Planning

Model Tiput: 4 Ot FROZENLAKE | MAZE | MINIBEHAVIOR | AVG.
EM (%) PR (%) | EM (%) PR (%) | EM (%) PR (%) | EM (%) PR (%)
Closed-Source Model
Gemini 2.0 Flash
- Direct A+l A 21.2 47.6 83 31.4 0.7 29.8 10.1 36.3
- CoT A+ A 27.6 52.5 6.9 29.8 4.0 312 12.8 37.8
Gemini 2.5 Pro (think) A+ka A 72.0 850 | 215 3555+ 37.6 59.9 437 60.1
Open-Source Model
Qwen 2.5-VL-Instruct-7B
- Direct A+ A 1.2 15.0 0.6 14.5 0.3 9.8 0.7 13.1
- CoT A+l A 8.2 29.1 2.3 152 0.5 14.7 3.7 19.7
- SFT' A+ A 68.6 84.4 60.9 70.3 313 56.1 536 69.9
LVM-7B
- VPFT (ours) (a) (a) 75.4 79.5 59.0 64.0 33.8 52.2 56.1 65.2
- VPRL' (ours) Ca) Ca) 91.6 93.2 74.5 77.6 75.8 838 80.6 84.9
IR B
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Visual Planning
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<think>
7] 1. The elf is at the bottom left.
2. The goal is the gift box in the top right.
3. The elf needs to move 3 cells right and 2 cells up.
R 4. There are ice holes directly above and to the right, so

= the elf cannot move through them. B
£ 2 </think> S,

<answer>right right right up up</answer> )
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ninking with Videos

Thinking with Videos, in essence, applies techniques similar to Thinking with Images—such as tool
invocation and programmatic manipulation—to process videos and update visual evidence.

This approach helps alleviate issues where models tend to “fill in” details that do not actually exist in the
video or mistakenly recall the temporal order of events.

« VITAL
« VR-Thinker......




Video Intelligence via Tool-Augmented Learning

Question: Please find the visual event described by a sentence in the video, determining its starting and ending times. The sentence: Gregs Microscope book discussion.

Ground Truth: From 297.00 to 339.00 seconds.
Thinking without tools: From 260.94 to 335.93 seconds. IoU =49.9%
Thinking with tools: From 296.00 to 336.00 seconds. IoU =90.7%

<think>The user wants the start and end times for the “Gregs
Microscope book discussion”. At frame '296.75s’, the man 1is
holding a book titled “ANN CAN FLY” and appears to be
finishing his thoughts on that topic. At 297.75s, the man
lturns to a new book, “GREGS MICROSCOPE”. This seems like the
start. Now I need to find when this discussion ends. The man
continues to hold and discuss the “Gregs Microscope” book
'throughout the latter part of the video. At frame °329.93s’,
he is flipping through the pages of the book. At frame
"331.43s”, he is putting the book back on the shelf. Thus, the
event of discussing the “Gregs Microscope” book spans from
when he starts talking about it around 297.00s until just
lafter he finishes around 330.93s. Re-checking earlier frames,
I see at 260.75s he is already holding “GREGS MICROSCOPE” and
introducing it. This means the actual start is much earlier.
1’11 revise the start time to 260.94s. Now, to find the end,
1’11 scan towards the end of the video. At 330.93s, he closes
'the book, and by 331.43s, he is putting it back. This
indicates the discussion concludes as he puts the book away.
Thus, the event spans from when he starts talking about it
laround 260.94s until he finishes around 335.93s. </think>
<answer>The event happens from 260.94 to 335.93 seconds
[</answer>

Fail!
Success!

T
Get_video_clip(start=290, end=336)

l<think>Okay, I need to find the start and end times for the “Gregs Microscope”
discussion. I‘ll scan for the book’s appearance. I see him pull out a yellow-
lcovered book around 297.94s. This must be it. He starts flipping through it at
300.94s and puts it down around 315.93s. So, my initial guess is the discussion is
roughly from 297.94s to 315.93s. Let‘s refine this. He gestures towards the book
las early as 296.94s, so I'll adjust the start time to 296.00s. For the end, he‘s
Istill talking about it after putting it down at 315.93s. I’1l extend the end time
lto 320.00s. My refined range is 296.00s to 320.00s.</think>

l<tool_call>{"name": "get_video_clip_frame", "arguments": {"start_time": 290.00,
"end_time": 336.00}</tool_call>

05 : =

I<think>Okay, let‘s re-evaluate with the clip from 29@s to 336s. The book appears
laround 297s, and he discusses it until he puts it down around 320s. However, he
lcontinues talking about it and related items even after that. Considering this, the
discussion really begins when he introduces the book around 296s and continues
until he completely moves on to the next topic at 336s. Therefore, I'll set the
final range from 296.00s to 336.00s to cover the entire segment dedicated to the
book and its related context.</think>

[xanswer>The event happens from 296.00 to 336.00 seconds.</answer>
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i Input video: Tool result:
Question Sparse sampled frames Think + Tool call  Denge sampled frames
L J
. | |
2

Visual Encoder / Text Tokenizer |

Merger Projector

: mew text tokens of the n' round
: unsampled frame
: mew visual tokens of the n'" round

: trainable model

: task difficulty parameters
D :sample difficulty indicator

R :reward of a rollout

Difficulty-aware Group Rel.

I Large Language Model 4} |
1 l—L|
Think + Tool call Think + Answer
|
v
2 2 Tool result:
Tool Box Dense sampled frames

Get_video_clip(start, end)

Error Message

Policy Optimization
Task Index: i —> R 4
Ground truth —> Sk
Manager
Answer —»
For each rollout: 1

R = Scale(Ruce, @, B) + Rpormat + Reoot
D = GroupAverage(R)
R = Scale(R,D)

GRPO Optimization ......




VR-Thinker

Video 1

Video 1
Retrieved

VideoSearch Reasoner
With Initial Input

\ video2
etrieved

<snapshot>

Four input frames from Video 1 and Video 2 show
a boy playing the violin in a music room. The
lighting is soft, and the boy is wearing a white

Caption The camera remains still, a boy with short black hair and
C wearing a white shirt is playing the violin, the

background is a music room, soft afternoon lighting

{ Input Query ELILG cocoon VideoSearch Reasoner
= With Retrieved Frames
Your task is to compare two videos generated based on the same hiale <snapshot>

...... In Video 1, the boy’s violin-playing actions appear blu;

and the finger. movemenls seem less natural. In Vdeo 2, more

caption and provide an overall judgment along with a i
judgment for each dimension.

...... it is difficult to draw conclusions at this stage.

To further analyze, I will select additional frames

Video 1: First 4 input frames; Video2: Next 4 input frames. N ioli

s c,pﬁn',: is: ::,p;i”,,{ k prAAARELSY t0 zoom in on the boy's movements and the overall £ P in the

T T L T visual quality, particularly focusing on the violin- Zt/)smre hwltnch appearx smoother and more natural......
7 i i P 'snapshot>

1. Text Alignment : Alignment between video content and prompt | plaving dynamics between the first and second input P

2. Visual Quality : The visual aesthetics of the video Lrames. .

3. Motion Quality: Level of motion coherence </think> <think>

The selected frames confirm that Video 2 has a higher visual
quality due to the clearer posture. The motion quality in
'Video 2 is good, and its alignment with the caption is

Frames and Analysis Rules: § sampled frames are provided, evenly
downsampled from 128 frames: Insufficient frames? Request more

Format Requirement:

<recommend answer>

1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
</snapshot> 1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
TA=2,MQ=1,VQ=0,0A=0,CF=2 i
.

1. Snapshot: summarize any information that might be useful for | _j o 8 0 0 consistent......
your final judgment within <snapshor></snapshot> tags. </think>

2. Think: Place all reasoning content within <think></think> tags.

3. Answer: output the answer within <Answer></Answer> tags. If

final answer s uncertain, output the recommended answer and
level within

Answer> tags.

1 Video 1,2 Video 2, and 0 Tie.

The confidence levels range from high to low as 1, 2, and 3.

<tool_call> { "name": "select_frames",
"arguments": { "target_frames": [12, 16, 20, 24, ;answer>

60, 64, 68, 72] } } </tool_call> A=2,MQ=0,VQ=2,0A=2,CF=2
</ answer> {\@
(Final Raund?@ (Tootcauz @ | (Final Round? @) | [Tool catz @ ]

o AMTHHEEMEAR (RM) FMEIEE&E— K. #S5MANT X
o BAEIEIFERKIAMIEWEERER@TES, TAEZHARNNTIELILL, select_frame, Kk E3h3K
BUSR BRRAL SR 6945 =
« WBEFHE IR (Window Memory) #u4l, A ARG REAGALEELE, A EARGLTLKEA
EH % %m%@ﬁ%,ﬁﬁ%&T%uﬁ%ﬁ%ﬁ@
« XARE - BAATARRIM - WEIHIEHE I A<Snapshot>E %15 & — A TH LA L LE —
aN. R & o



